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Executive Summary
Migrating from VMware to Platform9 Private Cloud Director is a straightforward process that overcomes much
of the complexity enterprises might otherwise fear. Instead of a complex and tedious migration, customers can
use Platform9’s tools to automate the bulk of the work, freeing staff to concentrate on the few complex or high
risk migration activities that remain.

The freely available vJailbreak tool provides a user-friendly graphical interface for operators to migrate VMs en
masse. Scaling to hundreds, if not thousands, of VM migrations at once, the tool supports even the largest
customers to exit VMware more rapidly than some estimates might suggest.

While there are some workloads that will prove to be incompatible with automated migration, the list is smaller
than one might imagine. It is also shrinking rapidly. The authors were surprised by just how quickly the
development of features is progressing. The Platform9 team is improving the migration experience so rapidly
that many of our early criticisms had already been addressed before this report had finished its initial drafting.
Other roadmap items we expected would be six to twelve months away are slated for delivery within a quarter
or two.

Themigration process allows for a targeted infrastructure refresh, not amere like-for-like replacement. Customers
can choose to change very little, of course, but they should consider taking the opportunity to improve things as
they go. Platform9’s approach supports customer choice, both to keep things as they are, and to change where
change is desirable. It is a welcome contrast to a landscape of vendors that are increasingly fond of imposing
their will on customers who once welcomed them as strategic partners.

Moving VM-based workloads to Private Cloud Director could be justifiable on strategic multi-sourcing grounds
alone. The credible threat of an active Platform9 presence opens up much potential for future negotiations.
Coupled with the strategic flexibility of first-class container support, migrating could set customers up well for
whatever their future IT direction might be. Workloads that make sense on VMs can stay there, but they don’t
have to.

For customers looking to migrate even some workloads away from VMware, Platform9 Private Cloud Director
should be evaluated as a candidate. The effort and risk have been reduced so substantially that a migration
business case can be justified for a much wider range of environments than other alternatives. Customers will be
pleasantly surprised by how easy and flexible the migration process can be.

| EXECUTIVE SUMMARY 1
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Overview
We evaluated Platform9’s migration process by working with Platform9’s engineering team to run through a
number of migration scenarios. We used lab equipment supplied by Platform9 and operated by Platform9
engineers under our direction, mirroring the experience of an enterprise using line staff or outsourced contract
labour. We also worked under a compressed timeframe of three weeks for lab work, including scenario planning
and environment setup.

The migrations we performed, while simplified for testing purposes, were nonetheless real. We encountered real
bugs and configuration mistakes that needed to be addressed, as would be expected in any real migration. The
fact that we experienced issues (all of which were overcome) reassured us that our approach to verification was
sound.

Figure 1: An example of the vJailbreak migration progress screen.

We are confident that we have verified what actual customers will experience when using Platform9’s tools
and processes to migrate VMware workloads to Private Cloud Director. We do not pretend to have conducted
exhaustive tests, designed to uncover every corner-case. That was not our goal.

Our goal was to reassure customers that Platform9’smigration approach is indeed suitable for themajority of their
needs. Most workloads can be migrated with low effort. Operators should be able to focus on the genuine and
necessary complexity that exists within their environments, not what has been rendered mundane by Platform9’s
automated approach. Migrating need not be a tedious process of endless drudgery. It can, and should, be a
straightforward task that is achieved without fanfare or fuss.

| OVERVIEW 2
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Assessment Scenarios
We considered the following scenarios in our assessment of the migration process.

1. Self-contained application VMs.
2. 3-tier applications with web, app, and database servers.
3. Cold and warm migrations.

For each phase of the migration process described below, we consider each of these scenarios and its particular
needs. We highlight features of the migration process that assist customers, as well as things to look out for.
Customers should pay special attention to situations that may cause problems during a migration. We describe
how customers can avoid problems with appropriate preparation, where possible.

Self-Contained Applications
The simplest of migration scenarios, self-contained application VMs have few, if any, external dependencies.
They provide very few, usually just one, point of external access on an outward facing network interface.

Migration is straightforward: Move the VM from VMware to Private Cloud Director, and ensure that external
access is available in the new location. A small outage will be required during the cutover but, assuming all goes
according to plan, the application could be running on VMware one day, and on Private Cloud Director the next,
with application end-users none the wiser.

3-Tier Applications
A common deployment pattern in VMware environments, 3-tier applications have a web-frontend, an application
tier containing business logic, and a database tier that stores the application data. Each tier is linked to the tier
above and/or below, but operates somewhat independently.

The migration process will handle each tier separately, using the pre-existing modularity of the system design to
assist the migration process. Customers may prefer to tackle the database tier first, or may prefer to leave it until
the end, depending on how their environment is configured and the risks involved.

An assessment of a 3-tier architecture serves as a reasonable approximation for other architectures. An
application with only two tiers can be considered a subset of a 3-tier application. Those with more tiers can
be considered an extended version of this architecture. We can readily extrapolate our findings for 3-tier
applications to many other situations.

Cold andWarm Migration
We considered both cold migration and warm migration scenarios. In a cold migration, the workload is taken
offline for the entire migration process. In a warm migration, data is migrated to the target environment while
the source system remains online and in active use.

| OVERVIEW 3
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The Migration Process
For the majority of common workloads, migrating from VMware to Private Cloud Director can be achieved
successfully with a low-effort, automated process.

Every migration project tends to comprise the following phases:

1. Discovery and planning
2. Migration preparation
3. The migration itself
4. Cutover
5. Backing out
6. Post-migration activities

We have investigated the tools and processes used by Platform9 to assist customers in each phase of a migration
to Private Cloud Director. In the sections that follow, we have highlighted particular aspects of these tools and
processes that support our chosen migration scenarios in each phase.

We have assumed that customers have an existing VMware environment and have built a Private Cloud Director
environment that is the target for the migration. We do not describe the configuration of these environments in
detail, though we do highlight particular aspects of, for example, the storage or network configuration, where it
is relevant to our discussion of the migration process.

Automated Migration Overview
Before looking at the migration process in detail, it is useful to have an overview of how the automated migration
process works in general. It works like this:

1. Customers install vJailbreak in the target Private Cloud Director environment and connect to its GUI
console.

2. vJailbreak connects to the source VMware cluster using provided admin-level credentials. It discovers VMs
on the source system and presents a list of VMs to be migrated.

3. An operator selects VMs from the discovered list to migrate as a batch. For each batch, the operator selects
common parameters such as amapping of source storage pools to those on the target, themigrationmethod
(cold or warm), whether to schedule the migration or to start immediately, etc.

4. The automated migration process copies data from the source VM datastores to the target datastores. If a
cold migration was selected, VMs are first taken offline. If a warm migration was chosen, VMs stay online
while data is copied in the background.

5. At the cutover point, source VMs are taken offline (if they are not already offline for a cold migration).
Target VMs are brought online with the same settings as the original source. They appear, to all external
systems, as if they were the original VMs, but now running on Private Cloud Director rather than VMware.

6. Customers verify that the workload is functioning as expected.

| THE MIGRATION PROCESS 4
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How this general process is adapted to suit specific circumstances is discussed in more detail below. While we
do not cover every possible wrinkle or nuance, we have attempted to verify that Platform9’s process covers the
situations customers are likely to encounter most often. For situations outside those covered below, we encourage
customers to contact Platform9 to discuss their specific needs. PivotNine consultants would also be happy to
assist.

Discovery and Planning
The vJailbreak tool automatically discovers an inventory of VMs running on the source VMware cluster. VMs
that are offline in the source environment cannot be selected for migration. vJailbreak requires that the source
VMs are brought online in order to correctly discover some configuration items, such as IP addresses, that can
be dynamically allocated at boot.

The tool will provide a list of discovered VMs that can be selected for migration. The automated discovery
process also detects storage pools in use and configured network interfaces. These will need to be mapped
to the appropriate resources at the migration target. A list is presented to the operator to choose from, allowing
customers to remap VMs to new networks if desired, or to maintain existing IPs if preferred.

| THE MIGRATION PROCESS 5
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Figure 2: Discovered VMs are selected from a list in the migration GUI.

Unfortunately, the tool does not perform compatibility checking prior to migration. If a VM has incompatible
settings that will prevent a migration from succeeding, this will not be detected until the attemptedmigration fails.
While a source VM can be brought back online after a failed migration without ill effect, it would be frustrating
to discover a preventable error midway through a lengthy migration window. We suggest that customers perform
some rudimentary checking of their own, particularly of network configurations at the source and target prior to
scheduling a large batch of migrations.

Elevated Privileges
Platform9 provides a list of permissions, authority levels, and configuration settings that should be set before
attempting a migration. The automated tool requires elevated privileges in both the source VMware environment
and the target Private Cloud Director environment. This is inherent to the nature of a migration.

| THE MIGRATION PROCESS 6
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vJailbreak will be unable to discover the source set of VMs without appropriate permissions being granted.
Customers should consider granting a temporary set of credentials to be used by operators during the migration
and then revoked. Given the significant scope of permissions needed, the risk of elevated access falling into the
wrong hands should be minimised as much as possible.

Migration Preparation
After candidate VMs have been discovered, customers will need to answer a few critical questions:

1. Should the migration result in a like-for-like copy of the source system into the target, or is there an
opportunity for workload consolidation, optimisation, or other improvements during the process?

2. How should source datastores be mapped to the target?
3. How should source networks be mapped to the target?
4. Are workloads good candidates for automated migration, or will they likely require some manual

intervention or other special attention from operators?
5. Will migrations need to be performed in a particular order? Which VMs can be migrated in a batch? How

large should each batch be, given the customer’s risk profile and degree of comfort with the process?

Workload Consolidation
The migration process does not require that VMs replicate all of the configuration decisions that were made on
the source. For example, VMs currently using different storage pools could be consolidated into a single target
VMpool to increase utilisation. Similarly, VMs could bemoved onto storage with a higher (or lower) performance
profile, perhaps splitting them out from peer workloads on the source.

Platform9 does not presume to make these decisions on behalf of a customer. Each environment is different,
and customers should consider their desired outcome as part of migration planning. The tool supports both
maintaining the status quo or making desirable changes. It is up to customers to decide which they prefer. Should
customers change their mind later on, VMs can be readily migrated online using standard operational processes,
including dynamic resource rebalancing. These migration-enabled decisions are not binding, merely helpful.

The migration process does perform some known-good optimizations at the individual VM level. Platform9 has
identified these optimizations as universally applicable so they can be safely applied without customer action.

Storage Settings
VMware datastores must be mapped to volume types in the target Private Cloud Director system. Customers
will need to consider how best to map the old to the new.

The migration provides an opportunity to improve the environment here. Customers should not feel bound to
past decisions about storage. In migrating, datastores could be consolidated to improve utilisation, or moved
to higher-performance storage. Customers should embrace the opportunity to make beneficial changes that will
improve the experience of end-users after the migration.

| THE MIGRATION PROCESS 7
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External Storage

Note that network-attached storage, such as iSCSI, CIFS, or NFS storage hosted on external storage arrays, is
not migrated via the vJailbreak tool. Only storage used to host the VM is migrated. Provided the target Private
Cloud Director environment is configured with access to the same external storage arrays, VMs will reconnect
to their external storage after cutover.

This simplifies themigration process substantially. Workloads with large amounts of storage, provided it is hosted
on external arrays, can be migrated just as quickly as self-contained VMs with modest amounts of local storage.
Customers should take advantage of external storage features, such as snapshots, to assist with establishing
recovery points to be used if the migration process fails for some reason.

Network Settings
For ease of migration, the target environment should be configured with networks that align with those on
the source system. Connectivity to both the source VMware cluster and the target Private Cloud Director
environment should be functional. End-user systems should be able to connect to VMs after migration without
re-addressing or DNS changes.1

In some circumstances, customers may prefer that migrated VMs do not maintain the same network settings as
the original. This approach is also supported by the automated process.

In our testing, the lab environment had different networks with different IP ranges in the source and target
environments. VMs were configured with multiple networks: one public network with dynamically assigned
addresses, and one private network with a static IP address. For our three-tier eCommerce scenario, we were
able to simulate a configuration where application servers bridge between a public-facing web environment and
an internal network connecting to database servers.

Reconfiguring external systems with the new network address of migrated workloads will require customer
intervention and is not handled by the automated migration process. If customers do plan to re-address their
workloads, some consideration of the post-migration effort involved should form part of the migration planning.
For our three-tier eCommerce scenario, we knew the external URL of the site at both the source and target and
did not reconfigure external load-balancers or DNS.

Migration and Progress Tracking
For each batch of VMs selected for migration, the following information must be entered into the tool:

• Source VMware environment
• Destination Private Cloud Director platform
• The set of VMs to be migrated
• A mapping of source networks to target networks
• A mapping of source storage pools to target storage volume types

1Virtual machine MAC addresses do not change when the VMs are migrated from VMware to Private Cloud Director.

| THE MIGRATION PROCESS 8
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• The data copy method
• The cutover method

This information should have been determined as part of migration planning and be readily available. If operators
are unclear on what settings to use at this stage, customers should pause the migration and re-assess if migration
planning has been properly completed.

Figure 3: Additional progress detail is available for individual VM migrations.

Choosing VMs
Discovered VMs on the source can be filtered with a keyword search to locate a batch of VMs to migrate. Basic
information including VM Name, status, OS and current IP address are listed. Operators select the VMs with
checkboxes, either individually or as a group.

Groups of VMs thus selected aremigrated as a batch. Note that all VMs in the batch aremigrated together. There
is not currently any mechanism for migrating VMs in an operator-specified order. If operators wish to migrate
some VMs before others, the VMs must be migrated as separate batches.

In our testing, we were able to separate the migration of related VMs by tier: migrating the web tier separately
from the app tier and database tier. Common network access in source and target environments allowed app tier
VMs migrated to Private Cloud Director to communicate with VMs that had not yet been migrated.

Customers can preserve application functionality even as they stage migrations to align with outage windows;
applications can have half of their VMs in each environment, provided they are configured appropriately. This
smooths the path tomigrations, particularly for largemigrations coupledwith limited outagewindows. Migrations
can also be grouped by organisational partitions, such as by business unit, helping to align the migration process
with existing organizational change management processes.

| THE MIGRATION PROCESS 9
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Mapping Networks and Storage
After selecting VMs, operators map source networks to target networks using pulldown lists of discovered
networks. The mappings entered should match those decided on during migration planning. Similarly, the
discovered source storage datastores will be mapped to target storage volume types.

The tool presumes that operators know what they want and will follow the configured instructions. There is
potential for failure if operators select an incorrect mapping, as the tool has noway of knowingwhat the operator’s
true intentions are. Operators will need to take some care that they are selecting the correct mappings.

Choosing Migration Options
Customers can choose a fully automated migration using the default options or exert greater control over how
and when the migration occurs. The fully automated option copies VM data while VMs remain online, then shuts
down the source VMs, finalises the data copy, converts the VM format, and brings the VM online in the target
environment. VMs can also be taken offline before data is copied from source to target. This approach can reduce
the time taken to migrate, at a cost of a longer outage window.

Operators can choose to migrate VMs immediately, or schedule the entire migration process to occur at a later
time. We suggest that customers become familiar with the migration process by performing a small number of
manually triggered migrations before moving to scheduled automatic migrations.

| THE MIGRATION PROCESS 10
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Figure 4: Multiple data copy and cutover options can be selected in the GUI.

Operators can cutover VMs automatically once the data has been copied to the target environment, or wait for
a cutover trigger. Cutovers can be triggered to occur within a specific time window, or to wait for operators to
initiate the cutover manually. These options help customers to align the short outage required for cutovers with
operational needs.

Migration Verification Checks
The system checks for error conditions throughout the process. If operators opted to retry on errors, the process
will abandon the migration if an unrecoverable error is detected and restart the migration from the beginning.
Only a single retry will be attempted; if a second unrecoverable error is detected, the migration will be aborted
completely.

| THE MIGRATION PROCESS 11
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If a migration is unsuccessful, the source VM will not be brought back online automatically. If customers wish
to minimise downtime, we suggest they choose the “operator initiated cutover” option and a warm migration.
Cutovers can then be scheduled within an agreed window and, if unsuccessful, source VMs can be manually
brought online by operators.

Cutover
The cutover point is the most critical in any migration effort. This is the moment of truth. The moment where we
determine if the newly migrated system is viable in its new home, or if something has gone wrong and we will
need to go back to the way things were.

For many VMs, a fully automated cutover will be appropriate. Both cold and warm migrations are suitable,
particularly for self-contained workloads. Allowing the system to trigger the cutover as soon as the data has
been copied helps to minimise the outage window. In our testing, self-contained VMs and tiers of our three-tier
app successfully cut over without external intervention. No time was lost waiting for external events or operator
intervention.

For some workloads, the cutover time is more sensitive and needs greater operator control. The warm migration
method is generally more suitable here, as it minimises VMdowntime. Once the data has been copied, the system
keeps the target synchronised with changes at the source while it waits for the cutover to be triggered.

The manual cutover method is useful for preparing the migration in advance, perhaps by starting the data copy
operation hours or even days before the planned cutover time. For bulk migrations, this helps to minimise
operator effort, allowing the automatic processes to handle as much as possible. Once the appropriate time
arrives, triggering the cutover is a straightforward process of taking the source VMs offline. The cutover proceeds
automatically from that point, and the VMs are brought online at the target once the cutover is complete.

Verifying Migration Success
The migration process performs some rudimentary automatic verification tests that a migration has concluded
successfully. The tests are aimed at verifying the migrated VMs are online and minimally functional in the target
environment. These tests are performed at the infrastructure level, and should be used as a precursor to other
testing, not a replacement.

Customer-specific acceptance testing is the primary method of verifying the system works as expected after
migration. This testing is workload specific, and will need to be developed by the customer for each of their
workloads. Ideally, a robust set of well-maintained acceptance tests—including integration, performance, and
user acceptance tests—already exists.

Operators can select a post-migration script to run once the migration has completed. This script can be used
to integrate with other tools, such as automated test suites, to provide additional automated assurance that
migrations have completed successfully. Customers can leverage their existing investments in automation to
support the migration process with minimal additional effort.

| THE MIGRATION PROCESS 12
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Note that the post-migration script feature is not designed to perform additional migration-specific tasks during
the migration of VMs. For example, if customers want to reconfigure VMs before they are brought fully online
in the target environment, the reconfiguration will need to be manually performed after the automated migration
process completes. Manually triggered cutover will likely prove the best option here.

The goal of the automated migration process is to move VMs from the source environment into the target
environment with as little change as possible. Adding change to the migration process is a delicate process that
is highly workload specific. Customers should consult with Platform9 regarding their needs if they anticipate
making in-flight changes during migrations.

Dealing with Failure
If the migration fails, source VMs are left offline; they are not automatically brought back online. Platform9 has
chosen to err on the side of caution and allow customers to verify that VMs can be safely returned to service
before they are brought online.

In some cases, migration failure will be due to small and easily-corrected errors. Customers will not need to abort
the migration entirely. After troubleshooting the error, customers can bring VMs online manually in the target
environment, completing the migration.

Some migration failures can occur due to uncommon, transient conditions. Operators can choose to retry a
migration on failure to automatically overcome such transient issues. If the retry option is selected, and the first
migration attempt fails, the system will attempt to perform the migration one more time using the same migration
options as the first attempt. If this second attempt also fails, the system will not make a third attempt.

However, occasionally more substantial errors will occur and the migration cannot be completed successfully.
Customers need a mechanism to abort the migration and go back to how things were.

Backing Out
If the migration does not go according to plan, and errors cannot be corrected, backing out of the migration is
fairly straightforward. The original VM data is left intact and unchanged, ready to be reinstated if needed.

If the migration failed, and the VMwas unable to bemigrated or brought online at the target successfully, backing
out involves bringing the original VM back online. Operators can restart the VM using their existing tools and
processes. The migration can be attempted again once the errors have been investigated and remedied.

Backing out is more complex if the migration succeeds at the infrastructure level but further verification
determines the migration was not properly successful and must be cancelled. In this scenario, the backout and
recovery process is workload specific.

Ideally, no important transactions or data were completed at the target between the infrastructure migration
completing successfully but the post-migration testing failed. In that case, backing out would involve shutting
down the VM at the target and restarting the original, source VM. The migration can be re-attempted later.

| THE MIGRATION PROCESS 13
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If data has been written to the target, re-applying the same changes to the source system may be required. If
customers believe this situation is likely, they should consult with Platform9 on their specific circumstances and
devise a migration plan that minimises their risk. The best approach is to ensure that the migration has indeed
been successful before allowing irreversible changes to be made to the target system.

Cleaning Up
Minimal infrastructure is required for the migration, and cleaning up is fairly straightforward. vJailbreak workers
used for scaling the migration effort can be scaled down to zero using the built-in interface. This scaling process
is a regular feature of the Private Cloud Director platform and presents no special difficulties.

The vJailbreak installation can be completely removed once it is no longer required. Alternately, customers can
choose to leave the minimal installation in place, but not active, just in case. It has a minimal resource footprint
and will not interfere with regular operations.

If customers heeded our advice about using specially-provisioned credentials for themigration, removing access is
also straightforward. If furthermigrations are discovered to be necessary, re-instating accesswith new credentials
is preferable to leaving privileged access intact but unused. Cleaning up is made much easier if access is always
provided on an as-needed basis for the minimal time necessary.

Decommissioning the source environment is beyond the scope of this report.

| THE MIGRATION PROCESS 14
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Conclusion
The migration process offered by Platform9 is robust and covers the majority of virtualised workloads. While
coverage is not universal and some situations will require manual effort by customers, these situations are
relatively rare. The automated process reduces the operational burden of a migration substantially, freeing up
resources to concentrate on these rare situations.

The inherent complexity of migrations not suited to automated migration means that most customers will choose
to manually shepherd these systems through a migration anyway. Generally, these are high-value, complex
applications in situations specific to a customer. Customers naturally wish to treat them with special care.

Assessing Suitability
Every customer environment has a mix of workloads of varying complexity. The easiest systems to migrate are
always those that are the best maintained, best documented and least complex. As complexity increases, so does
the migration challenge. Migrating from VMware to Private Cloud Director is no different.

We provide some general guidance regarding workloads that are good candidates for an automated migration
below. We further outline workloads that may prove challenging to fully automate, but nonetheless may be
migrated using Platform9’s approach with some additional care and attention from customers.

Good Candidates
Workloads with the following characteristics are good candidates for automated migration and should prove
straightforward.

• Stateless workloads
• Self-contained, decoupled workloads
• Workloads with low data volumes
• Workloads connected to external storage

Stateless Workloads

Stateless workloads, or those with very little state, are straightforward to migrate. There is little data to move,
simplifying the data-copying stage of the migration process. Workloads such as web servers, software load
balancers, applications deployed using modern DevOps/GitOps approaches, etc. are prime candidates for
automated migration.

The migration process need only convert the source VM forward to the target Private Cloud Director format
during cutover, minimising the outage window required. Configuration settings are readily migrated and there
are few complexities that may derail the automated process.

| CONCLUSION 15
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Workloads in this category can be grouped in large batches andmigrated enmasse, limited only by the customer’s
risk appetite and the capacity constraints of the infrastructure.

Self-Contained, DecoupledWorkloads

Applications that are self-contained or decoupled from other workloads in a modular fashion can generally be
migrated easily. The unit of workload is the VM, thus each VM can be migrated without adversely affecting other
systems. Platform9’s processes and tools are well suited to migrating these workloads automatically in a plurality
of circumstances.

The majority of the migration effort for these workloads consists of moving the data associated with the VM,
followed by theVM format conversion process. By using awarm-migration approach, the outagewindow required
for cutover can be minimised, much like that for stateless applications.

Self-contained or decoupledworkloadswithmodest data volumeswill present no specialmigration considerations.
Migrations can be planned in large batches, taking into consideration the resource constraints of the customer’s
infrastructure. Scaling the migration will largely be a function of providing additional network bandwidth and
compute resources for the cutover conversion process.

Low Data Volumes

Where data is to be migrated into the new environment, the automated process will automatically copy data from
the source system to the target system. If the data volume is large, and the network bandwidth restricted, this
could be a time-consuming process. A warm migration, where data is copied in the background and changes
replicated from source to target with the workload online, is likely to be the best choice here.

Increasing the network bandwidth available will improve the migration experience. Consideration should also be
given to which workloads are batched together. There is merit in combining the migration of VMs with larger
data volumes with some stateless or low-state workloads to make optimal use of the capacity available. This will
speed up the migration of the environment as a whole, at a cost of some scheduling complexity.

External Storage

Workloads that use external storage can be good candidates for migration, particularly those using
network-attached storage, either SAN or NAS. Provided the external storage is supported by Private Cloud
Director, migrating the storage can be as simple as disconnecting the primary storage from the source system
and reconnecting the storage to the migrated system as part of cutover.

Challenging Situations
Systems with the following characteristics will prove the most challenging to migrate to Private Cloud Director.

• Use of Raw Device Mapping (RDM)
• Application-level clusters
• Large data volumes
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• No maintenance windows

Migrating these systems is still likely possible, but it will require special handling by dedicated staff. These
workloads should be excluded from the automated migration process and handled separately.

Raw Device Mapping

RawDeviceMappings (RDMs) are not currently supported by vJailbreak and Private CloudDirector. If the use of
RDMs is vital for the workload in question, they may not be viable candidates for automated migration. However,
RDM support is on the roadmap and is likely to be delivered within the next two calendar quarters.

Customers should not rule out migrations completely if they make use of RDMs. Instead, these workloads could
be left until later while other workloads are migrated first. Once RDM support is made available, those final few
RDM-enabled workloads could be addressed at the later stages of the migration exercise.

Application-Level Clusters

Application-level clustering, such as for databases like SQLServer or PostgreSQL, tightly couples the application
state of multiple VMs. Ensuring this application state is migrated consistently requires careful handling that is
application specific. Databases in particular have their own specific mechanisms for ensuring consistency across
the cluster.

Platform9’s automated migration tools do not currently support these multi-VM consistency synchronisation
mechanisms. Customers will need to manually intervene to ensure clusters of VMs are consistent prior to
triggering a migration. Most likely the clustered application will need to be shut down, while the VM itself
remains online. Once the VMs have been migrated, the application can then be restarted manually, and checked
to ensure that it remains in a consistent state.

Large Data Volumes

If very large data volumes exist, and network bandwidth is constrained, copying the data during migration
may prove challenging. There must be sufficient space in the target Private Cloud Director environment to
accommodate the data, and the change rate must be below the network bandwidth that is available. Rather
than constraining individual VM migrations, this is mostly a constraint on how many VMs can be migrated in a
batch.

The capacity of the target environment should be sized appropriately to accommodate the storage used in
the source environment. If the target environment is accidentally undersized, migrations can be paused while
additional storage is added to the target.

The network bandwidth available should be sufficient to synchronise changes from the source and target during
the data replication period. If bandwidth is constrained, fewer VMs will be able to be migrated in a given batch.
Customers should ensure they have appropriate infrastructure telemetry in place to monitor data change rates
on the source systems, and the network utilization during migrations. Scheduling migrations for periods of low
change rate can also assist.
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No MaintenanceWindows

For VMs where no downtime can be scheduled, migrating to Private Cloud Director will likely prove challenging.
The cutover processes supported by Private Cloud Director all require an outage to be taken. They involve
converting the VM data format from VMware to the open format supported by Private Cloud Director, which
must be performed offline. Fully online, live migration of VMs from VMware to Private Cloud Director, with no
downtime for the VM, is not currently possible and is unlikely to be in the short or medium term.

In practice, such workloads are rare. Very high availability is usually achieved with clustering mechanisms that
involve more than one VM. Individual VMs can then be taken offline for maintenance from time to time without
interrupting the active workload. Without such a design, outages are forced upon the application when faults
occur, completely undermining the high availability goal.

The migration process for VMs in this situation is highly dependent on the application workload, the application
clustering mechanism used, and the specifics of the customer environment. For assistance with these
environments, we advise speaking to Platform9, technology partners, or PivotNine consultants to assess how
an online migration might be achieved.

Roadmap
The automated migration process is under active development and there are always opportunities for
improvement. Platform9 has demonstrated it is responsive to customer suggestions and delivers improvements
quickly.

Platform9 has said that it intends to add support for Raw Device Mappings within the next 3-6 months. This is
more rapid than we were expecting, and should allow many more workloads to be migrated automatically with
little or no intervention from operators.

Rolling migrations are also under active development. This will progressively convert a cluster of VMware ESXi
nodes to Private Cloud Director. VMs on an ESXi node will first be automatically migrated to a minimal Private
Cloud Director environment. Once all VMs on the node have been migrated, the node will be converted into a
Private Cloud Director node and join the Private Cloud Director cluster. The process can then repeat until all
nodes have been converted to Private Cloud Director. There are some nuances in the full procedure yet to be
clarified, such as automated rollback on failure, but this feature should permit conversion of compatible clusters
essentially in-place with very little manual effort.

Platform9 is also working on a health check mechanism for verifying that services running in a VM have been
migrated successfully. It will use API endpoints, a method that is in common use in cloud-native environments
and familiar to developers of container-based microservices. Health checks should augment the existing
post-migration script feature with a more flexible approach. It will help to more fully automate the end-to-end
migration process and give customers additional confidence for large-scale migrations.
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Additional Opportunities
Beyond the existing roadmap, there are several improvements and enhancements that we have identified that
would benefit customers looking to migrate from VMware to Private Cloud Director. We have not listed every
possible improvement, but highlight some of the more obvious ones that customers are likely to encounter.

Some rudimentary checking for known or likely error conditions prior to migration would help customers avoid
attempting migrations that will not succeed. Discovering a migration was never possible after waiting some time
for data to be copied is frustrating. Having to troubleshoot a predictable error that could have been avoided is
a waste. The more Platform9 can assist operators to prepare themselves for success, the better the migration
experience will be.

It should be possible for source VMs to be automatically brought back online if a migration fails. While there
are some risks associated, an automated migration should either succeed fully or automatically revert to the
situation prior to the attempt. Customers should be able to trust that the automated process will not result in
lengthy downtimes where operators must always manually intervene if something goes wrong. While this option
should not be the default position, it should be a choice customers are able to make for themselves.

Support for database cluster consistency mechanisms would assist with migrating database clusters where the
cluster spans multiple VMs. It would be helpful if popular databases like PostgreSQL, SQLServer, MySQL, or
Oracle could be detected and made consistent prior to VM shutdown during cutovers. This would remove the
need for careful manual handling by operators.

As mentioned in the executive summary above, some improvements we identified early in the validation process
were implemented before we finished drafting this report. For example, at the beginning of our research, migration
credentials were not saved between migrations and had to be re-entered each time. Credentials are now saved
and can be reused for multiple migrations. Platform9 deserves credit for being able to respond so quickly to
improve the customer experience.
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